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OPTIMAL CONTROL OF LOAD CHANGES FOR MOLTEN

CARBONATE FUEL CELL SYSTEMS: A CHALLENGE IN PDE

CONSTRAINED OPTIMIZATION∗

KURT CHUDEJ† , HANS JOSEF PESCH‡ , AND KATI STERNBERG§

Abstract. Molten carbonate fuel cells provide a promising technology for the operation of future
stationary power plants. In order to enhance service life, a detailed understanding of the dynamical
behavior of such fuel cell systems is necessary. In particular, fast load changes shall be simulated,
respectively optimized without risking material stress due to the extreme temperature differences
usually accompanying fast load changes. Fast load changes are important for daily operations in
order to react on varying demands. Material stress may lead to irreparable damage of the fuel cell
stack.

For these contradicting goals, a family of hierarchically ordered mathematical models has been
developed with the aim to simulate and optimize the temporal and spatial dynamical behavior of
the gas streams, the chemical reactions, and the potential fields within the fuel cells. Altogether,
the most complicated system, which is investigated in the present paper, results in a Pareto-optimal
control problems with constraints in form of a huge system of 28 partial differential-algebraic (PDAE)
and ordinary integro-differential-algebraic equations (OIDAE) and boundary conditions which are
themselves partly given by an ordinary differential-algebraic system (ODE) of dimension 9. The
partial differential equations (PDE) are of parabolic and hyperbolic type; some are degenerate.
Moreover, the variables being involved in the different submodels of this fully coupled multi-physics
system live on considerably different time scales.

Optimal control results are presented for a compromise between sufficiently fast load changes and
sufficiently small temperature differences within the cell’s solid part by means of a specially tailored
formulation of a chain of optimal control problems. This procedure benefits from the different time
scales of the state variables and keeps the problem manageable and computable despite its tremendous
complexity and scale, although standard numerical methods are employed.

Key words. PDE constrained optimal control, partial differential-algebraic equations, molten
carbonate fuel cells.

AMS subject classifications. 35M10, 34A09, 35K05, 35L80, 35Q80

1. Introduction. Molten carbonate fuel cell systems (MCFC) are an efficient
and environmentally friendly technology for the stationary simultaneous production
of electrical energy and heat (resp. cooling) [26, 28].

MCFC belong to the class of high temperature fuel cells. The operation temper-
ature is about 600 ◦C. In contrast to low temperature fuel cells, the temperature is
high enough to allow internal reforming, i.e. the production of hydrogen from different
kinds of fuel gases (e.g. methane) internally in the cell system. Moreover, neither ex-
pensive catalysts nor expensive ceramics are needed for an efficient operation. Due to
the high operating temperatures, it is, however, difficult to operate MCFC. Because
one has to observe a certain range of admissible temperatures. For chemical and
electrochemical reactions decelerate in regions of low temperature, whereas catalysts
degrade quickly in regions of high temperature. In addition, spatial temperature dif-
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ferences have to be moderate to avoid material corrosion due to temperature induced
stresses. Therefore, the cell temperatures are crucial for the system’s performance
and lifetime.

MCFC systems have been and are being developed and tested by several compa-
nies around the world and can be expected to become competitive to classical power
plants within the next few years [2, 18, 22]. However, further efforts are still neces-
sary to increase their efficiency, to develop better control strategies, and to improve
their long time stability. Besides experimental validations, mathematical models are
an indispensable tool to achieve these goals. Potentially dangerous or even disastrous
control scenarios for real stacks of fuel cells can be safely simulated by means of math-
ematical models. Realistic mathematical models [11, 13, 17] based on physical and
chemical laws have paved the road to apply mathematical optimization and optimal
control techniques. Moreover mathematical models allow to study different designs
in advance such as crossflow versus counterflow guidance of the gas streams [23] or
different (optimal) catalyst distributions [15].

A general description of different fuel cell types can be found in [28], recent results
on molten carbonate fuel cells in [26]. The mathematical models presented in the lat-
ter are part of a hierarchically ordered family of models. The most complicated of
these models is investigated in the present paper. It has been taken from [11] and [17]
where a detailed physical and chemical derivation of this and the other related mod-
els can be found: There exist models for 1D counterflow [4, 5, 12] and 2D crossflow
configurations, models with or without consideration of the compartment pores in the
anode and cathode gas channels, models with simplified chemical reactions neglecting
the carbon monoxide fraction, models with or without a cathode gas recycle, par-
ticularly tailored models for special engineering purposes [14] or for the design of a
state estimator based on reduced models by means of proper orthogonal decomposi-
tion techniques [9]. This state estimator has been used for the practical operation of
the MCFC in the power plant of the University Hospital of Magdeburg operated by
the IPF-Heizkraftwerksbetriebsgesellschaft mbH Magdeburg [19]. This MCFC of type
HotModule was produced by the MTU CFC Solutions GmbH Munich [18]. A further
model variant, which has been validated [10] on the HotModule, includes indirect
internal reforming [17].

Concerning appropriate mathematical methods for the simulation and optimiza-
tion of the different model variants, the authors have investigated the indices of the
model equations (differential time index [5, 6, 24], perturbation index [6, 23]), which
proves the well-posedness of the equations, and have performed numerical simula-
tions [7]. They also have computed optimal controls [24] and have carried through a
numerical sensitivity analysis of the resulting optimal solutions [25] for regular oper-
ations as well as for fast load changes.

This article is based on the third author’s PhD thesis [23] and presents, for the
first time, optimal control results, which take into account more strictly the two
contradicting engineering objectives: fast load changes as well as limited differences
of the solid temperature.

The following issues are typical in an interdisciplinary project of engineers and
mathematicians who tackle conjointly an industrial real-life problem: The models
to be investigated may have considerably high complexity and may be, in addition,
frequently modified and adapted during the course of the project. This obviously has
consequences for the choice of appropriate numerical methods which usually have to be
developed in parallel to the development of the models to enable immediate feedback
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to the modelers. The numerical methods must therefore be easily manageable, in
particular with respect to model changes.

Additional challenges are posed by the coupling of different types of equations due
to the generally multi-physics character of real-life applications. Therefore (special)
finite difference (volume) schemes have been chosen as a unified approach for the
numerical treatment of the different kinds of differential equations versus (special)
finite element methods, respectively (discontinuous) Galerkin methods. Our approach
may not be efficient with respect to computing time but it seems to be efficient with
respect to man-machine communication during the simultaneous development of the
complicated family of models, on which we report here and which took over about
three years. We will come back to this point later.

Additionally, the aim of the paper is to present a complete model for an inter-
esting, important and challenging application in engineering sciences to encourage
further investigations with respect to its theoretical analysis and to more efficient
numerical methods. The problem may provide a challenging benchmark for (optimal)
control and sensitivity analysis of PDE constrained optimization problems, a topic of
currently high research endeavors.

2. The 2D molten carbonate fuel cell model. The mathematical model of
Heidebrecht [11], see also [17, 23], which is investigated in the present paper, describes
an averaged single MCFC of a stack of about 350 cells. The model is based on physical
and chemical laws for the gas transport and the electro-chemical reactions which take
place in each single fuel cell. The underlying design is a crossflow configuration with
respect to the anode and cathode gas flows; see Fig. 2.1. This figure shows a 3D view
of the compartments of the anode and cathode gas channels, the solid/electrolyte, the
catalytic burner and mixer, and the configuration of the gas flows.
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Fig. 2.1. Crossflow model of a MCFC with compartments and mathematical variables

In the anode/cathode compartments, the fuel gas actually flows through several
small pipes parallel to the ζ1-axis, respectively ζ2-axis. Since the cell is sufficiently
flat the third dimension ζ3 can be neglected. Such a design has been realized for the
HotModule mentioned above.

We cite the most important model assumptions from [11, 17] where more tech-
nical details can be found: First, plug flow conditions for the gas phase in anode
and cathode are assumed, where different phases may have different temperatures
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and may exchange heat. All solid parts of the cell are lumped to one phase with
respect to the enthalpy balance. The temperatures of the two gas phases are calcu-
lated separately, and the MCFC is operated at nearly ambient pressure. We do not
consider pressure drops across the gas channels, i.e., isobaric conditions are assumed.
All cells in the stack behave alike, so that the simulation of a single cell is sufficient
when taking symmetry conditions at boundaries of neighboring cells into account. All
chemical substances have the same heat capacity, which is assumed to be indepen-
dent of the temperature. Reaction enthalpies are also assumed to be independent
of the temperature. The temperature dependent chemical equilibrium constants and
standard open circuit voltages are approximated by affine-linear functions. Ideal gas
law is applied. The reforming reactions in the anode gas channel are modeled as
quasi-homogeneous gas phase reactions using volume-related reaction rates. Methane
steam reforming and water gas shift reactions are considered. Their heat of reaction
is fully transferred to the gas phase. Diffusion in flow direction is negligible compared
to convective transport. Heat exchange between electrode and gas phase is described
by a linear function. The corresponding heat exchange coefficient also includes the
effect of thermal radiation in linearized form.

The more detailed Fig. 2.2 additionally depicts the variables in the pores and
the considered chemical reactions: the reforming reactions (ref1, 2) take place in the
anode gas channel, the oxidation reactions (ox1, 2) in the pores of the anode, the
reduction reaction in the pores of the cathode.

(ref1,2)

(ox1,2)

(red)

�

- -

�

CH4, H2O(, H2)

anode inlet

exhaust

wa,in(t)

γa,in(t)
H2O, CO2, CO

(CH4, H2)

O2, CO2, H2O, N2

wm(t), γm(t)

�

-
@@��l6CO

2−
3

e−

pores

pores

Icell(t)

Ucell(t)

anode

cathode

-

�

anode gas channel

wa(ζ, t), γa(ζ, t)

ϕa(ζ, t), ΦL
a (ζ, t)

solid/electrolyte ϑs(ζ, t)

ϕc(ζ, t), ΦL
c (ζ, t)

wc(ζ, t), γc(ζ, t)

cathode gas channel

λair(t)

ϑair(t)

N2

O2

air inlet

catalytic
burner

mixer

?

?

? -

6

�ζ1

ζ2

recycleRback(t)

(ref1) CH4 + H2O ⇋ CO + 3H2 (ref2) CO + H2O ⇋ CO2 + H2

(ox1) H2 + CO2−
3

⇋H2O + CO2 + 2e− (ox2) CO + CO2−
3

⇋ 2CO2 + 2e−

(red) 1

2
O2 + CO2 + 2e− ⇋ CO2−

3

Fig. 2.2. 2D crossflow model of a molten carbonate fuel cell with variables w := (χ, ϑ), χ =
vector of molar fractions, ϑ = temperature, ϕ = vector of partial pressures, γ = molar flow density,
Φ = electrical potentials, Ucell = cell voltage, Icell = cell current

The compartments of the cell are denoted by an index k: a = anode gas chan-
nel/anode pores, c = cathode gas channel/cathode pores, s = solid, e = electrolyte,
m = mixer, in = inlet, out = outlet. The seven gas components are denoted by
the index set I := {CH4,H2O,H2,CO,CO2,O2,N2} and are used for the molar frac-
tions χj,k and the partial pressures ϕj,k, j ∈ I, k ∈ {a, c,m}. Note that the (non-
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negative) molar fractions sum up to 1 in each of the compartments k. Furthermore,
we have to take into account the molar flow densities γk as well as the gas tempera-
tures ϑk, k ∈ {a, c,m}.

The gas temperatures ϑa and ϑc are dominated by convection and have to be
distinguished from the solid temperature ϑs which is distributed by heat conduction.
1 − Rback(t) denotes the fraction of the gas stream from the anode gas outlet which
goes to the exhaust.

The electric potential, which is spatially distributed in the MCFC, is essential for
the dynamical behavior. Its associated submodel is based on the spatially 1D version
of Poisson’s law and discrete charge layers. We assume spatially constant electric
potentials at the electrodes, transport of the carbonate ions orthogonal to the ζ1-
ζ2-plane and transient charge balances. The electrical potentials ΦL

a , ΦL
c , and the

voltage Ucell are defined relatively to a reference potential Φs
a = 0. Additionally,

we have to take into account the current densities ik as well as the currents Ik,
k ∈ {a, c, e}, in the electrolyte; see Fig. 2.3.
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Fig. 2.3. Electric potential field model

The total cell current Icell(t) shall be prescribed either by a constant function
or a piecewise constant step function. Finally, the following vectors are introduced:
wk := (χk, ϑk), wa|c := (wa, wc), ϕa|c := (ϕa, ϕc), ΦL

a|c := (ΦL
a ,Φ

L
c ).

Altogether, we end up with a system of time dependent nonlinear partial dif-
ferential algebraic equations in the two spatial coordinates ζ := (ζ1, ζ2) ∈ Ω :=
(0, 1) × (0, 1). The boundary of Ω is denoted by ∂Ω.

All variables are dimensionless. One unit of the dimensionless time t equals
12.5 [sec]. A single fuel cell is of a rectangular size of about 1.2 [m] by 0.8 [m]. One unit
of the dimensionless temperature ϑ equals 298.15 [K]. One unit of the dimensionless
molar flow density γ equals 6.377 [m mol/sec].

2.1. Mathematical model equations. The model consists, due to its multi-
physics character, of the following submodels:
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1. The PDAE system with boundary conditions for the cell’s dynamic:

cp,s

∂ϑs

∂t
= κ1

∂2ϑs

∂ζ2
1

+ κ2

∂2ϑs

∂ζ2
2

+ ψ1(ϑs, wa|c, ϕa|c,Φ
L
a|c, Ucell) ,(2.1)

∂ϑs

∂n

∣∣∣
∂Ω

= 0 ,

∂wa

∂t
= − γa ϑa

∂wa

∂ζ1
+ ψ2(ϑs, wa, ϕa,Φ

L
a ) ,(2.2)

wa|∂Ωa,in = wa,in(t) ,

∂wc

∂t
= − γc ϑc

∂wc

∂ζ2
+ ψ3(ϑs, wc, ϕc,Φ

L
c , Ucell) ,(2.3)

wc|∂Ωc,in = wm(t) ,

0 = −
∂(γa ϑa)

∂ζ1
+ ψ4(ϑs, wa, ϕa,Φ

L
a ) ,(2.4)

γa|∂Ωa,in = γa,in(t) ,

0 = −
∂(γc ϑc)

∂ζ2
+ ψ5(ϑs, wc, ϕc,Φ

L
c , Ucell) ,(2.5)

γc|∂Ωc,in = γm(t) ,

0 = ψ6(ϑs, χa, ϕa,Φ
L
a ) , 0 = ψ7(ϑs, χc, ϕc,Φ

L
c , Ucell) ,(2.6)

∂ΦL
a

∂t
=
ia − i

ca
,

∂ΦL
c

∂t
=
ia − i

ca
+
ie − i

ce
.(2.7)

2. The system of OIDAE for voltage and currents:

dUcell

dt
=
Ia − Icell

ca
+
Ie − Icell

ce
+
Ic − Icell

cc
,(2.8)

Ia(t) =

∫

Ω

ia(ϑs, wa, ϕa,Φ
L
a ) dζ ,(2.9)

Ic(t) =

∫

Ω

ic(ϑs, wc, ϕc,Φ
L
c , Ucell) dζ ,(2.10)

Ie(t) =

∫

Ω

ie(Φ
L
a|c) dζ ,(2.11)

i =
(
c−1
a + c−1

e + c−1
c

)−1

(
ia − Ia
ca

+
ie − Ie
ce

+
ic − Ic
cc

)
+ Icell .(2.12)
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3. The system of DAE for the coupling of anode outlet to cathode inlet:

dwm

dt
= ψ8(wm,

∫

∂Ωa,out

wa dζ2,

∫

∂Ωa,out

γa dζ2,

∫

∂Ωc,out

wc dζ1,(2.13)

∫

∂Ωc,out

γc dζ1, λair, ϑair, Rback) ,

γm(t) = ψ9(wm,

∫

∂Ωa,out

wa dζ2,

∫

∂Ωa,out

γa dζ2,

∫

∂Ωc,out

wc dζ1,(2.14)

∫

∂Ωc,out

γc dζ1, λair, ϑair, Rback) .

4. Initial conditions:

ϑs|t=0 = ϑ0,s(ζ) , wa|t=0 = w0,a(ζ) , wc|t=0 = w0,c(ζ) , wm|t=0 = w0,m ,

ΦL
a |t=0 = ΦL

0,a(ζ) , ΦL
c |t=0 = ΦL

0,c(ζ) , Ucell|t=0 = U0,cell .
(2.15)

The whole PDAE system is non-linear and of dimension 28. It consists, firstly, of
a parabolic heat equation (2.1), secondly, of a system of 16 hyperbolic equations (2.2–
2.3) for the reactive gas transport with fixed wind direction, because γa|c and ϑa|c

are positive, thirdly, of a system of 2 degenerate partial differential equations for the
molar flow densities (2.4–2.5), fourthly, 2 algebraic equation systems for the reactions
in the pores (2.6), fifthly, of a system of 2 ordinary differential equations in time
for the (spatially dependent) potentials (2.7), and sixthly, of a system of 5 integro-
differential-algebraic equations for voltage and currents (2.8–2.12). The system (2.13–
2.14) of ordinary integro-differential-algebraic equations of dimension 9 is part of the
boundary conditions in (2.1–2.5) and couples anode outlet with cathode inlet via
catalytic burner and mixer. The initial-boundary-value problem is completed by the
initial conditions (2.15).

To keep the notation compact here, the functions ψ⋄ as well as ia|c|e and all data
can be found in the appendix.

For numerical simulations, the boundary functions wa,in(t), γa,in(t) at the anode
gas inlet in (2.2, 2.4), and the functions λair(t), ϑair(t), Rback(t) in (2.13, 2.14) at
the air inlet are prescribed. Some of these quantities will later be used for control
purposes. The cell current Icell(t) is also an input, but not a control variable and will
later be used to simulate prescribed load changes.

2.2. Local existence and uniqueness. Existence and uniqueness results for
the complete initial-boundary-value problem are still open. However, local existence
results (in time) can be proven for each of the submodels by standard arguments if all
quantities not governed by the associated subsystem are assumed to be given suitable
sufficiently smooth time dependent functions. For more details, see [23].

2.3. Index analysis and numerical discretization. A detailed index analysis
of (2.1–2.12) yields the differential time index νt = 1 (see [24]; some small modifica-
tions have to be made therein: the cathode recycle has been turned off). These
investigations yield the consistent initial conditions (2.15). Note that no initial con-
ditions can be prescribed for the algebraic variables γa|c|m, ϕa|c, and Ia|c|e.

An appropriate numerical method is the vertical method of lines (MOL), which is
based on a semi-discretization in space. This is alleviated by the a priori known wind
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direction of the hyperbolic equations. A five-point star for the (scaled) Laplacian
and suitable conservative upwind formulas are used for the spatial derivatives of the
transport equations as well as order-preserving quadrature formulas for the spatial
integrals; see [23]. Here, the property of the molar fractions, which sum up to 1 in
each of the compartments, is an excellent indicator for an appropriate conservative
discretization.

All in all, this yields a very large semi-explicit system of (ordinary) differential--
algebraic equations (DAE) in time of dimension 25N2 + 6, where N denotes the
number of spatial grid points in one spatial direction. This system has index ν = 1
and is of the form

Mẋ(t) = g(x(t), u(t)) , M [x(0) − x0] = 0 , M = diag(I,O) .(2.16)

3. Steady state solution. The numerical procedure to determine a steady state
solution of (2.16) for a given constant cell current is intricate, and mimics somehow
the starting procedure for a real fuel cell.

ϑa

ζ1
ζ2

(a) Anode gas temperature

ϑs

ζ1
ζ2

(b) Solid temperature

ϑc

ζ1
ζ2

(c) Cathode gas temperature

Fig. 3.1. Temperatures (steady state)

The difficulties are caused by the unknown initial conditions of the DAE. The pro-
cedure consists of firstly solving only certain equations and then adapting boundary
conditions and model constants during the time integration step-by-step. A detailed
description of this rather technical approach would be beyond the scope of the paper.
For more details, see [23]. The run time for a steady state solution from the scratch
for a 10 × 10 spatial discretization takes about 1 day on a 1.8 GHz PC. Supercom-
puters have been consciously not used to meet the usual industrial requirements. The
obtained steady state solution is then stored and used as initial condition for the
optimization.

Table 3.1

Constant boundary and input data for the steady state solution

anode gas inlet air inlet exhaust feedback
χCH4,a,in 2/7 λair 2.2 Rback 0.5
χH2O,a,in 5/7 ϑair 1.5
ϑa,in 3.0 cell current
γa,in 1.0 Icell 0.7

The resulting steady state solution is shown in Figs. 3.1–3.4; see Table 3.1 for the
data used.

Note that a comparable steady state solution has been independently computed
by our project partners; it can be found in [11]. Different software packages have
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χCH4,a

ζ1
ζ2

χH2O,a

ζ1
ζ2

χH2,a

ζ1
ζ2

Fig. 3.2. Molar fractions in the anode gas channel (steady state)

χCO2,c

ζ1ζ2

χO2,c

ζ1ζ2

(a) Molar fractions in the
cathode gas channel

ϕH2O,a

ζ1
ζ2

ϕH2,a

ζ1
ζ2

(b) Partial pressures in anode
pores

γa

ζ1
ζ2

γc

ζ1
ζ2

(c) Molar flow densities

Fig. 3.3. Molar fractions in the cathode gas channel (left), partial pressures in anode pores
(middle), molar flow densities (right); steady state

been used there: ProMoT [27] and DIVA [20]. The comparison indicates a correct
implementation of the whole model within numerical accuracy.

The solid temperature ϑs is the most important quantity of the MCFC model.
It describes the temperature distribution in the solid parts, especially in the porous
matrix which is filled by the electrolyte. Figure 3.1 (b) depicts the steady state solution
of ϑs. Figures 3.1 (a) and 3.1 (c) show the temperature distribution in the anode and
cathode gas channels as well as the boundary data at their inlets.

The solid temperature ϑs depends on the gas temperatures ϑa|c and the exother-
mic and endothermic reactions. Note that the reaction rates rj depend on tempera-
tures, see appendix. For example, the solid temperature is maximal with ϑs(1, 1) =
3.199 =̂ 954 [K] at the corner (ζ1 = 1, ζ2 = 1) because of the high anode and cathode
gas temperatures there; see Figs. 3.1. Analogously, the solid temperature is minimal
with ϑs(0, 0) = 3.017 =̂ 900 [K] at the corner (ζ1 = 0, ζ2 = 0). In the other two cor-
ners, the solid temperature ϑs is moderate, since only one of the two gas temperatures
ϑa|c is high. Note that the feed gas at the anode inlet is already pre-heated.

The anode gas temperature ϑa is firstly decreasing in flow direction ζ1, because the
reforming reactions (ref1,2) are endothermic altogether. The produced hydrogen H2

is then used in the exothermic oxidation (ox1,2) in the pores. Therefore, the anode
gas temperature ϑa is increasing further downwards. In the catalytic burner, the
remaining molar fractions of hydrogen, methane CH4, and carbon monoxide CO are
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ΦL
a

ζ1
ζ2

ΦL
c

ζ1
ζ2

Fig. 3.4. Electrical potentials (steady state)

burnt up. Therefore, the temperature at the cathode inlet exceeds that of the anode
outlet. In the cathode gas channel, the gas temperature ϑc then increases with flow
direction ζ2 due to the exothermic reduction reaction.

The molar fractions and partial pressures of the gas components are a result of
the gas flows and the five chemical reactions. Figures 3.2 and 3.3 show selected molar
fractions and partial pressures in the anode and cathode gas channel, and the molar
flow densities. Figure 3.2 shows the decrease of methane and water H2O as hydrogen
is produced in the anode gas channel. Further downward in flow direction ζ1, the
hydrogen itself decreases due to the electrochemical oxidation. Figure 3.3(a) depicts
the decrease of oxygen O2 and carbon dioxide CO2 in flow direction ζ2 of the cathode
gas channel due to the reduction reaction (red). The produced carbonate ions are
transferred from the cathode electrode through the electrolyte to the anode electrode.
Then they are used for the oxidation reaction (ox1,2). Methane, hydrogen, and carbon
monoxide can be neglected in the cathode gas channel, since they have been burnt
up in the catalytic burner as mentioned before. Figure 3.3(c) presents the molar flow
densities. The electrical potentials ΦL

a and ΦL
c (Fig. 3.4) are correlated with the high

reaction rates of (ox1,ref) and thus with a high solid temperature ϑs; cf. Fig. 3.1(b).
The output parameters for the steady state are given in Table 3.2; see [17] and [23]

for more details.

Table 3.2

Output parameters (steady state)

cell voltage Ucell 29.773 =̂ 0.765 V
cell power Pcell 47.638 =̂ 0.753 kW
electrical efficiency ηel 0.497

4. Optimal control of fast load changes. A (possibly discontinuous) change
in the input function Icell(t), typically a piecewise constant function, is called load
change. The ability of performing fast load changes is important for the operation
of power plants to react on varying demand. After a load change, the new steady
state should be reached as soon as possible, while large spatial differences of the solid
temperature simultaneously have to be avoided. Because large temperature gradients
may yield material stresses and may reduce the life-time of the MCFC considerably
or may even lead to a sudden failure.

Numerical simulations show that the new steady state is reached after t ≈ 1000
(≈3.5 [hours]), if constant boundary conditions are used. This is much too slow for
practical operation. A faster approach to the new steady state solution is, however,
possible by controlling the boundary conditions at the anode gas inlet as well as the
air inlet via time dependent functions.
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As it is practically possible to vary some components of the functions wa,in, γa,in,
λair, ϑair, Rback in time, one can achieve an appropriate trade-off of the two contra-
dicting objectives, load changes as fast as possible and solid temperature gradients as
small as possible.

Here an appropriate modelling and mathematics can help. Numerical simulations
and optimal control of (validated) models based on physical and chemical laws enable
forecasts of the behavior of the MCFC without risking the damage of the expensive
device. Afterwards, it can be decided if one wants to apply the new control strategy
to a real MCFC, or whether model modifications are necessary as, for example, by
imposing additional constraints. Of course, it would be desirable to minimize the
maximum solid temperature gradient or alternatively to restrict a suitable norm of
the temperature gradient by a so-called state variable inequality constraint. However,
the complexity of the model allows only a coarse discretization of the highly dimen-
sional and complicated non-linear PDAE system so that reliable approximations of
the gradient are not available. Moreover, the consideration of state constraints within
optimal control problems of this complexity and type seems to be beyond today’s
capability of mathematical theory and numerical methods.

Since a load change to a higher cell current yields higher material stresses, the
following scenario is analyzed:

The input cell current is prescribed as a discontinuous step function,

Icell(t) =

{
Icell,1 = 0.7 if t ≤ t⋆ ,
Icell,2 = 0.75 if t > t⋆ .

(4.1)

Initial conditions (2.12) at t = 0 ≤ t⋆ are given by the stationary solution for constant
cell current Icell,1.

In order to find a compromise between the two goals, fast load changes and
sufficiently low temperature gradients, we suggest the following procedure:

Since the cell voltage Ucell reacts very fast and significantly on an abrupt load
change of the cell current and, in addition, has only a retarded impact on the slowest,
but most important variable concerning material corrosion, the solid temperature ϑs,
a nearly constant cell voltage is a good indicator that the new steady state associated
with the new cell current has already been reached sufficiently closely.

Therefore we choose, at first, the following preliminary cost functional for fast
load changes:

min J1[u] =

∫ tf

t⋆

LU dt with LU =
[
Ucell(t) − Ucell,2

]2
, Ucell,2 = 30.788 .(4.2)

Since temperature gradients cannot be computed reliably as already mentioned,
we choose as a second preliminary cost functional

min J2[u] =

∫ tf

t⋆

Lϑ dt with Lϑ =

∫

Ω

[
ϑs(ζ, t) − ϑs,ref

]2
dζ , ϑs,ref = 3.1 .(4.3)

For the same reasons as we cannot compute temperature gradients, we also cannot
reliably compute a maximum norm of the solid temperature difference. Though this
would be desirable in order to prevent locally high temperature differences. They may
theoretically occur when using the above averaged objective, but actually they do not
as the numerical results will show.

Since the solid temperature veers away extremely slowly from the previous steady
state after a load change, we need to consider the cost functional (4.3) only in the
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final stage of transition to the new steady state. Moreover, all state variables change
on different time scales with the molar fractions faster than the solid temperature and
the electrical quantities as fastest variables.

This now suggests the following formulation of the optimal control problem which
will actually be applied with slight modifications as explained below:

Find an optimal boundary control vector u : [t⋆, tf ] → R
6 in such a way that the

cost functional

J [u] =

∫ tf

t⋆

[1 − ε(t)]LU + ε(t)Lϑ dt(4.4)

with a given piecewise continuous function ε: [t⋆, tf ] −→ [0, 1] is minimized subject to

the PDAE/integro-DAE (2.1–2.15) and to the set of admissible controls u(t) ∈ U
def
=

{u ∈ R
6 | ui ≤ ui ≤ ui, i = 1, . . . , 6} which is defined in Table 4.1. For the purpose of

orientation, the values ui,ref , that have been used for the computation of the steady
state solution, are given, too; compare Table 3.1.

Table 4.1

Control constraints and reference values

ui ui,ref ui

u1 = χCH4,a,in 0.25 2/7 0.35
u2 = γa,in 0.9 1.0 1.1
u3 = ϑa,in 2.9 3.0 3.1
u4 = λair 1.8 2.2 2.2
u5 = ϑair 1.3 1.5 1.7
u6 = Rback 0.45 0.5 0.55

Since the molar fraction χCH4,a,in is chosen as the only boundary control variable,
among the molar fractions, at the anode gas inlet, the other molar fractions must
fulfill χH2O,a,in = 1 − χCH4,a,in, χk,a,in = 0, k 6∈ {CH4,H2O}.

Because of the aforementioned slow dynamical behavior of the solid temperature,
we choose ε(t) = 0 for t⋆ ≤ t ≤ ts and ε(t) = 1 for ts < t ≤ tf . In order to
reduce the runtime for the problem (4.4,2.1–2.15), we split the integral in (4.4) in
five segments. Because of the aforementioned different time scales, we introduce
heuristically the following logarithmic-type grid t1 := t⋆ = 0, t2 := 0.1, t3 := 1.1,
t4 := 11.1, t5 := ts = 111.1, t6 := tf = 1111.1.

This yields the following sequence of optimal control problems

(
min

∫ tk+1

tk

Lk dt s.t. (2.1–2.15) and u(t) ∈ U
)

k=1,...,5
(4.5)

with Lk := LU for k = 1, 2, 3, 4 and L5 := Lϑ.
Hereby, the initial conditions for the first optimal control problem of (4.5) is

given by the stationary solution for Icell,1. The initial conditions for the k-th optimal
control problem are then the free final conditions of the (k − 1)-th optimal control
problem. Obviously, this procedure yields only a suboptimal solution. In the present
application, this should not have a considerable influence, since no terminal constraints
are imposed. This approach is comparable to widely used model predictive control
techniques.

Two procedures are common to tackle optimal control problems numerically: first

optimize, then discretize versus first discretize, then optimize. Due to the complexity
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of the model and the frequent requirements for model modifications during the project
phase, only the latter procedure seems to be applicable.

Hence, we have semi-discretized the PDAE/integro-DAE constraint (2.1–2.15)
yielding the semi-explicit DAE (2.16) as mentioned before. The numerical solution
of the resulting huge scale DAE-constrained optimal control problem is then com-
puted by the standard software package NUDOCCCS [3]. By means of this package,
the infinite dimensional optimal control problem is transformed into a nonlinear pro-
gramming problem that, at the end, is solved by the sparse SQP method SNOPT [8].
The employment of these approved software modules unfortunately enforces numer-
ical differentiation for the computation of gradient information, which is needed for
the optimization, since adjoint information seems to be hardly available. Undoubt-
edly, automatic differentiation might speed up the runtime here. Another bottleneck
is the still rather limited number of variables which can be treated by today’s best
general purpose NLP software and which restricts the fineness of the discretization
drastically.1

In order to give more details, each time interval [tk, tk+1] is partitioned by 21 equi-
distant nodes for the control grid. The spatial discretization used was usually 10×10.
Due to the triple integral in the cost functional (4.5) on [ts, tf ], we have here used a
coarser discretization of 3 × 3. Nevertheless, the runtime solely for the last optimal
control problem on the subinterval [ts, tf ] is 36 hours.

In the two Figs. 4.1, approximate optimal solutions for the solid temperature ϑs at
tf are shown: on the left, L5 = Lϑ has been chosen in the cost functional (4.5), on the
right L5 = LU has been chosen. One can clearly see the improved profile of the solid
temperature ϑs in Fig. 4.1 (left) due to the consideration of the two functionals (4.2)
and (4.3). The maximum solid temperature is still attained in the corner (ζ1 = 1, ζ2 =
1), but its value has changed from 3.217 =̂ 959 [K] to 3.120 =̂ 930 [K]. The minimum
solid temperature, however, has changed from the corner (ζ1 = 1, ζ2 = 0) to the corner
(ζ1 = 0, ζ2 = 0) from 3.090 =̂ 921 [K] to 3.021 =̂ 901 [K]. The maximum temperature
difference could thereby be reduced from 0.196 =̂ 58 [K] to 0.023 =̂ 9 [K].

Note that the flat solid temperature distribution of Fig. 4.1 (left) can only be
obtained by using all six boundary control functions χCH4,a,in, ϑa,in, γa,in, λair, ϑair,
and Rback. However, a less flattened solid temperature distribution similar to Fig. 4.1
(right) can almost be achieved by the scalar boundary control γa,in solely. This indi-
cates that this control provides the strongest possibility of exerting an influence. As
can be seen, the cell’s mild dynamical behavior justifies the poor discretization we
were forced to accept due to the various restrictions we have already mentioned.

Additional numerical results for other technologically interesting scenarios can be
found in [23].

5. Conclusions. Numerical simulation and optimal control have been performed
for a realistic, detailed, highly complex, large scale mathematical model describing the
dynamical behavior of a molten carbonate fuel cell. The validation of a closely re-
lated model on a real fuel cell and the very similar results of a numerical simulation
by finite volume discretization by means of ProMoT/DIVA [16] suggest the reliability
of the model and its numerical realisation despite the deficiencies with respect to the
resolution of the discretization scheme. Therefore, these simulations and the associ-
ated results for the optimally controlled fuel cell (together with the real-time state

1The authors have tried to employ also the interior point solver IPOPT [21] via the modelling
language AMPL [1] which would enable automatic differentiation, though without success so far.
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ϑs

ζ1
ζ2

ϑs

ζ1
ζ2

Fig. 4.1. Solid temperature ϑs at time tf = 1111.1 after the load change (4.1) with cost
functional L5 = Lϑ in [t5, t6] (left side) and L5 = LU in [t5, t6] (right side)

estimator [9]) will certainly lead to a wider range of suitable control strategies for
future operations of MCFC.

A comparison of the numerical results for the 1D counterflow model [4] with the
2D crossflow model yields that the 2D solid temperature distribution cannot be pre-
dicted by the 1D model. However, the numerical results for the different 2D crossflow
models suggest that a detailed modeling of the partial pressures of the gas compo-
nents in the pores can be neglected. Moreover, a combined chemical equation for
the two reforming reactions without considering the carbon monoxide fraction is also
meaningful. The resulting deviations are minor; see [23].

Finally, the optimal control results can be further examinated by a numerical
sensitivity analysis analogously to [25]. Because of the complexity, the simplifications
just suggested should be made when performing a sensitivity analysis.

Due to the enormous computational effort to solve the PDAE/integro DAE sys-
tem, the application of model reduction techniques, such as, e. g., proper orthogonal
decomposition techniques seems to be inevitable; compare [9].
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Appendix A. Details of the model equations.

A.1. Constants. All constants are summarized in the following tables:

Table A.1

Constants

cp 4.5 F 3.5/8 χO2,air 0.21
cp,s 10000 κe 1 ϑu 1
Stas 80.0 ca 0.00001 κ1 0.666/2.5,
Stcs 120.0 ce 0.00001 κ2 1/(0.666 · 2.5)
Stm 1.0 cc 0.00001 fblower 0.1

j Daj Arrj ϑ0
j ∆Rhj α+

j α−
j nj

ref1 25.0 84.4 2.93 90.5
ref2 100.0 6.2 2.93 -14.5
ox1 5.0 21.6 2.93 56.0 0.5 2
ox2 5.0 21.6 2.93 42.0 0.5 2
red 0.3 31.2 2.93 156.0 2.5 0.5 2

i ∆Chi νi,ref1 νi,ref2 νi,ox1 νi,ox2 νi,red

CH4 -323.85 -1 0 0 0 0
H2O 0 -1 -1 1 0 0
H2 -97.62 3 1 -1 0 0
CO -114.22 1 -1 0 -1 0
CO2 0 0 1 1 2 -1
O2 0 0 0 0 0 -0.5
N2 0 0 0 0 0 0

k νk,C CH4 νk,C H2O νk,C H2 νk,C CO νk,C CO2 νk,C O2 νk,C N2

CH4 -1 0 0 0 0 0 0
H2O 2 0 1 0 0 0 0
H2 0 0 -1 0 0 0 0
CO 0 0 0 -1 0 0 0
CO2 1 0 0 1 0 0 0
O2 -2 0 -0.5 -0.5 0 0 0
N2 0 0 0 0 0 0 0

ν̄j =
∑

k∈I

νk,j , ν̄+
j =

∑

k∈I,νk,j>0

νk,j , ν̄−j =
∑

k∈I,νk,j<0

νk,j , ν̄C,j =
∑

k∈I

νk,C j ,

Dk,as = Dk,cs = 100, k ∈ I.

A.2. Reaction kinetics. The following quantities describing the reaction ki-
netics appear in almost all equations.

rref1 = exp

[
Arrref1

(
1

ϑ0
ref1

−
1

ϑa

)]
·

(
χCH4,a χH2O,a −

χ3
H2,a χCO,a

Kref1

)
,

rref2 = exp

[
Arrref2

(
1

ϑ0
ref2

−
1

ϑa

)]
·

(
χCO,a χH2O,a −

χH2,a χCO2,a

Kref2

)
,



16 K. Chudej, H.J. Pesch, K. Sternberg

rox1 = exp

[
Arrox1

(
1

ϑ0
ox1

−
1

ϑs

)]{
ϕH2,a exp

[
α+

ox1 nox1 (−ΦL
a − ∆Φ0

ox1)

ϑs

]

− ϕH2O,a ϕCO2,a exp

[
−(1 − α+

ox1)nox1 (−ΦL
a − ∆Φ0

ox1)

ϑs

]}
,

rox2 = exp

[
Arrox2

(
1

ϑ0
ox2

−
1

ϑs

)]{
ϕCO,a exp

[
α+

ox2 nox2 (−ΦL
a − ∆Φ0

ox2)

ϑs

]

− ϕ2
CO2,a exp

[
−(1 − α+

ox2)nox2 (−ΦL
a − ∆Φ0

ox2)

ϑs

]}
,

rred = exp

[
Arrred

(
1

ϑ0
red

−
1

ϑs

)]{
ϕ−2

CO2,c exp

[
α+

red (Ucell − ΦL
c − ∆Φ0

red)

ϑs

]

− ϕ0.75
O2,c ϕ

−0.5
CO2,c exp

[
−α−

red (Ucell − ΦL
c − ∆Φ0

red)

ϑs

]}
;

Kref1(ϑa) = exp(30.19− 90.41/ϑa) , Kref2(ϑa) = exp(−3.97 + 14.57/ϑa) ,

∆Φ0
ox1(ϑs) = 28.26 − 19.84ϑs , ∆Φ0

ox2(ϑs) = 20.98 − 17.86ϑs ,

∆Φ0
red(ϑs) = 78.00− 23.06ϑs .

A.3. Current densities. With the following abbreviations, the electrical sub-
model (2.8–2.12) is completed.

ia = F
∑

j=ox1,ox2

nj Daj rj , ie = (ΦL
a − ΦL

c )κe , ic = −F nredDared rred .

A.4. Heat exchange density. The heat exchange between the gas phases and
the solid are modelled by the following functions.

qas = Stas (ϑs − ϑa) , qcs = Stcs (ϑs − ϑc) ,

qsolid = (ΦL
a − ΦL

c ) ie/F −
∑

j=ox1,2

[
∆Rhj + nj ΦL

a

]
Daj rj

−
[
∆Rhred − nred (Ucell − ΦL

c )
]
Dared rred .

A.5. Heat equation. The source term of the heat equation (2.1) is given by

ψ1 =
(
−(ϑc − ϑs) ν̄

−
redDared rred −

∑

j=ox1,2

(ϑa − ϑs) ν̄
−
j Daj rj

)
cp

+ qsolid − qas − qcs .

A.6. Hyperbolic transport equations. The systems of hyperbolic equations
(2.2, 2.3) for the molar fractions and gas temperatures are given in detail by

∂χk,a

∂t
+ γa ϑa

∂χk,a

∂ζ1
= ϑa

∑

j=ox1,2,ref1,2

(νk,j − χk,a ν̄j)Daj rj , k ∈ I ,

∂χk,c

∂t
+ γc ϑc

∂χk,c

∂ζ2
= ϑc (νk,red − χk,c ν̄red)Dared rred , k ∈ I ,
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∂ϑa

∂t
+ γa ϑa

∂ϑa

∂ζ1
=
( ∑

j=ref1,2

−∆Rhj Daj rj

+
∑

j=ox1,2

ν̄j Daj rj (ϑs − ϑa) cp + qas

) ϑa

cp
,

∂ϑc

∂t
+ γc ϑc

∂ϑc

∂ζ2
= ϑc ν̄

−
redDared rred (ϑs − ϑc) +

ϑc qcs
cp

.

The degenerate equations (2.4, 2.5) for the molar flow densities are given by

∂(γa ϑa)

∂ζ1
=

∑

j=ref1,2

−∆Rhj Daj rj/cp +
∑

j=ox1,2

ν̄+
j Daj rj (ϑs − ϑa)

+
qas
cp

+ ϑa

∑

j=ox1,2,ref1,2

ν̄j Daj rj ,

∂(γc ϑc)

∂ζ2
= ϑc ν̄redDared rred + ϑc ν̄

−
redDared rred (ϑs − ϑc) +

qcs
cp

.

A.7. Pores. The systems of algebraic equations (2.6) for the partial pressures
in the pores are given by

0 =
∑

j=ox1,2

νk,j Daj rj −Dk,as (ϕk,a − χk,a), k ∈ I ,

0 =
∑

j=red

νk,j Daj rj −Dk,cs (ϕk,c − χk,c), k ∈ I .

A.8. Catalytic burner and mixer. A detailed exposition of the equa-
tions (2.13, 2.14), which couple, on the one hand, the anode outlet with the cathode
inlet via the catalytic burner with its associated air inlet and the mixer, and, on the
other hand, the cathode outlet with the catalytic burner via the recycle are given
subsequently.

A.8.1. Spatial averages at anode outlet.

γa,out(t) :=

∫ 1

0

γa(ζ1 = 1, ζ2, t) dζ2 ,

χk,a,out(t) :=
1

γa,out(t)

∫ 1

0

γa(ζ1 = 1, ζ2, t) χk,a(ζ1 = 1, ζ2, t) dζ2 , k ∈ I ,

ϑa,out(t) :=
1

γa,out(t)

∫ 1

0

γa(ζ1 = 1, ζ2, t)ϑa(ζ1 = 1, ζ2, t) dζ2 .

A.8.2. Spatial averages at cathode outlet.

γc,out(t) :=

∫ 1

0

γc(ζ1, ζ2 = 1, t) dζ1 ,

χk,c,out(t) :=
1

γc,out(t)

∫ 1

0

γc(ζ1, ζ2 = 1, t) χk,c(ζ1, ζ2 = 1, t) dζ1 , k ∈ I ,

ϑc,out(t) :=
1

γc,out(t)

∫ 1

0

γc(ζ1, ζ2 = 1, t) ϑc(ζ1, ζ2 = 1, t) dζ1 .
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A.8.3. Catalytic burner.

χO2,air = 0.21, χN2,air = 1 − χO2,air, χk,air = 0, k 6∈ {O2,N2} ,

γb(t) = γa,out(t)
(
1 +

∑

k∈I

ν̄C,k χk,a,out(t)
)

+γc,out(t)Rback(t)
(
1 +

∑

k∈I

ν̄C,k χk,c,out(t)
)

+γair(t)
(
1 +

∑

k∈I

ν̄C,k χk,air(t)
)
,

γair(t) = γa,in(t)
λair(t)

χO2,air(t)

(
−χO2,a,in(t) −

∑

k∈I

νO2,Ck χk,a,in(t)
)
,

χk,b(t) =
γa,out(t)

γb(t)

(
χk,a,out(t) +

∑

j∈I

νk,Cj χj,a,out(t)
)

+
γc,out(t)Rback(t)

γb(t)

(
χk,c,out(t) +

∑

j∈I

νk,Cj χj,c,out(t)
)

+
γair(t)

γb(t)

(
χk,air(t) +

∑

j∈I

νk,Cj χj,air(t)
)
, k ∈ I ,

ϑb(t) =
γc,out(t)Rback(t)

γb(t) cp

(
cp (ϑa,out(t) − 1) −

∑

k∈I

χk,a,out(t)∆Chk

)

+
γc,out(t)Rback(t)

γb(t) cp

(
cp (ϑc,out(t) − 1) −

∑

k∈I

χk,c,out(t)∆Chk

)

+
γair(t)

γb(t) cp

(
cp (ϑair(t) − 1) −

∑

k∈I

χk,air(t)∆Chk

)
.

A.8.4. Mixer.

Qm = Stm (ϑm − ϑu) ,

dχk,m

dt
= γb(t)

(
χk,b(t) − χk,m(t)

) ϑm(t)

5
, k ∈ I ,

dϑm

dt
= γb(t)

(
ϑb(t) − ϑm(t)

) ϑm(t)

5
−
Qm

cp

ϑm(t)

5
,

γm(t) = γb(t)
ϑb(t)

ϑm(t)
−

Qm

cp ϑm(t)
.
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Steuer- und Zustands-Beschränkungen, Dissertation, Universität Münster, Germany, 1998.
[4] K. Chudej, M. Bauer, H. J. Pesch, and K. Schittkowski, Numerical Simulation of a Molten

Carbonate Fuel Cell by Partial Differential Algebraic Equations, in “From Nano to Space,



Optimal control of load changes for molten carbonate fuel cell systems 19

Applied Mathematics Inspired by Roland Bulirsch”, M. Breitner, G. Denk, P. Rentrop,
eds., Springer, Berlin, 2008, 57–70.

[5] K. Chudej, P. Heidebrecht, V. Petzet, S. Scherdel, K. Schittkowski, H. J. Pesch,

and K. Sundmacher, Index Analysis and Numerical Solution of a Large Scale Nonlinear
PDAE System Describing the Dynamical Behaviour of Molten Carbonate Fuel Cells, Z.
angew. Math. Mech. 85 (2005), 132–140.

[6] K. Chudej, H. J. Pesch, and J. Rang, Index Analysis of Models, in [26], 2007, 63–74.
[7] K. Chudej, K. Sternberg, and H. J. Pesch, Simulation and Optimal Control of Molten

Carbonate Fuel Cells, in Proceedings 5th MATHMOD Vienna, I. Troch, F. Breitenecker,
eds., Argesim-Verlag, Wien, Austria, Report No 30, 2006.

[8] P. E. Gill, W. Murray, and M. A. Saunders, SNOPT: An SQP Algorithm for Large-scale
Constrained Optimization, Numerical Analysis Report 97-1, Department of Mathematics,
University of California, San Diego, La Jolla, CA, 1997.
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